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Instructions: Do any & of the 4 problems in this part of the exam. Show all of your work clearly.
Please indicate which of the 4 problems you are skipping.

Problem 1. Let I(\) := [ e (1 + ) dt.

(a) State Watson’s lemma.
(b) Find an asymptotic estimate for I(\) as A — oo.

Problem 2. Let L[u] = —%% 4 u, 0 <z < 1. Take
D(L) := {u € L*[0,1]|u" € L*0,1], «/(0) = u(0), «/(1) = —u(1)}.
to be the domain of L.

(a) Show that L is self adjoint on D(L).
(b) Find the Green’s function for the problem L[u] = f, u € D(L).
(c) Show that minimizing the functional

1
D[u] = u(0)* + u(1)* + / (u'? + u?)dz,
0

over all u subject to the constraint H[u| = fol u?(x)dz = 1, leads to the eigenvalue problem

L[u] = Au, u € D(L). (Note: the minimization problem does not assume that « is in D.)
(d) Suppose that the boundary condition at = 0 is changed to u(0) = 0 instead of u(0) = «/(0).

Is the lowest eigenvalue in the new problem larger or smaller than for the old one? Explain

your reasoning.

Problem 3. Let H be a Hilbert space, with the inner product and norm being (-,-) and | - ||. If
K is a compact, self-adjoint operator having spectrum o(K), then show that, for A ¢ o(K), one
has [|(K — A)7!|op = (dist(\,o(K))~L. (Hint: use the spectral theorem for compact self-adjoint
operators.)

Problem 4. In the following, use the Fourier transform conventions

F(w) = Flfl(w) = /°° Fl2)e" d

1 [ . ,
FUA@ = o [ fee i,
2 J_
State and prove the Heisenberg uncertainty principle, given that

/Oox\f(x)\de:O and /Oow|f(w)|2dw20.

Be sure to state any assumptions on the smoothness and decay of f. Is there an f that minimizes
the “uncertainty product?” If so, what is it? (No need to justify your answer.)
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In all questions below, 2 is a bounded polygonal domain with boundary 92 and 7}, is a regular
family of triangulations of 2.

Problem 1. Let IP; be the space of polynomials in two variables spanned by {1, 21, z2, x%, T1T2, w2}

let 7' be the reference unit triangle, 4 one side of T, and # the standard Lagrange interpolant in T
with values in Ps. R
Recall that there exists a constant C only depending on the geometry of 1" such that

Vo e H3(T), mf [0+l gs(zy < Clol gy

(a) State the trace theorem relating L2( ) and HY(T).
(b) Prove that there exists a constant C only depending on the geometry of T and 4 such that

Vi€ H(T), |la — #(@)| 125 < Clitl sy

(c) Let
Xy = {vh S Co(ﬁ) ; VT € 7;“ Uh|T € PQ}.
Let T be a triangle of 7, with diameter hp and difimeter of inscribed disc o7, and let v be
one side of T'. Let Fr be the affine mapping from 7" onto 7" and let 7y}, denote the standard

Lagrange interpolant on Xj. Prove that there exists a constant C only depending on the
geometry of T" and 4 such that

Vu e B(T), llu—mon(u)llzzey < Corh™ulpsery,

where o = hr/or.

Problem 2. Let § > 0 be a given constant parameter and u € H}(2) a given function. Consider
the problem: Find ¢? € H}(Q) such that

—02A Q0 (z) + £ (x) = u(z) a.e. in Q,

2.1
@1) ©°(z) = 0 a.e. on .

(a) Define the bilinear form
as(u,v) = 62/ Vu(z) - Vo(z)de +/ u(z)v(z)d.
Q

Q
Write the variational formulation of Problem (2.1) and prove that it has one and only one
solution ¢ € H(Q).
(b) Prove that
||<P6HL2(Q) < Jullp2(e)-
(c) Prove that
IV & ll2 @) < IV ull 2o
Hint: observe that A ¢® belongs to L?*(Q), take the scalar product of (2.1) with —A ¢° and

apply Green’s formula.
4



(d) Now let B
XO,h = {Uh c CO(Q) ; VT € 771, Uh|T e Py s Uh|ag = 0}.

Given uy, in Xo p, consider the discrete problem: Find api € Xy, satisfying
(2.2) Yo, € Xon s as(@d,vn) = / up(x)vp(z)dx .
Q

(i) Prove that problem (2.2) has has one and only one solution Lpg € Xo.n-
(ii) Prove that
§
lenllze) < lunllzz)-
(e) Assume that ¢ belongs to H2(f2). Let 7, denote the standard Lagrange interpolant on X .
(i) Prove that

s’ = e’ = ) = asle’ = o’ = (o) = [ (=)~ ¢ + ¢ man(e )
(ii) Assuming that u is smooth enough, w, = mp(u), and § = h, derive an estimate for

||805 _‘P(stHL?(Q)-

Problem 3. Let T' > 0 be a given final time, let bbea given vector valued function with components
in L2(0,T; H'(92))NC°(Q x [0,T]) and let ug be a given real valued function in C°(2). We suppose
that . B

divb=0ae inQ,b=0onT.

Consider the time-dependent problem: Find u such that

3.1) (?;Z(m,t) +b(x,t) - Vu(z,t) =0 ae. in Qx]0,T],
u(z,0) = up(z) a.e. in Q,
where 9 9
u u
b Vu-bla X +b237352

Accept as a fact that (3.1) has one and only one solution w that is sufficiently smooth. It is
discretized as follows in space and time. Let

Xp={vn €C°(Q); VT € Th, vplr € P1}.

Choose an integer K > 2, set k = T/K, t,, = nk and u) = 7 5(up). For 1 <n < K, define u! € X},
from uZ_l recursively by

1 -
(32 YueXn, /Q (1 — ) (@) op () da + /Q (B 1) - V ul(2))on (2)dz = 0.
(a) Prove that

Yoy, € X, , /(E(x,tn) -V o (z))vp(x)dz = 0.
Q

b) Show that, given u?! € X}, (3.2) has one and only one solution u” in X,.

h h
(c) Prove for 1 <n < K

0
lunllz2) < llupllze(q)-
d) Is the matrix of the system (3.2) symmetric ? Justify your answer.
( y y yy



