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Abstract. How can sampling methods affect our results? In predicting pairwise corre-
lations between neurons, the accuracy of the sampling method is crucial, as many studies
suggest that understanding the relationship between neurons allows us to better understand
and interpret the information and computations performed within our brains. In their recent
paper, Okun et al. presented a new method for predicting these pairwise correlations, which
requires the use of three simple parameters from a raster. In this paper, we will discuss and
analyze Okun et al.’s sampling method, which allows for an error on one of the parameters,
and investigate the impact this error has on the pairwise correlations.

1. Introduction

Neurons in your brain fire signals known as spikes to communicate with each through an
electrochemical process. Thus, for any given time interval, each neuron has a corresponding
spike train, which is a sequence of spikes over time. Okun et al. represent spike trains by
a binary sequence, where 1 represents a spike and 0 represents no spike. In an attempt to
explain relationships between neurons based on these spike trains, Okun et al. discussed
these complex individual neuronal activities and how they might be coordinated within our
brains [4]. They found that neighboring neurons were correlated based on the firings of the
overall population, and also found that this provided a compact summary of the population
activity, which can be a complicated phenomenon.

Here, we focus specifically on the methodology used to predict these correlations between
each pair of neurons, which we refer to as the pairwise correlations. These neurons come
from a given raster, which is a sample of spike trains for the observed neurons. The following
are the questions that we will address throughout this paper and will provide insight into:
Okun et al. allow for a small error when computing pairwise correlations, but would we
be able to obtain more consistent and accurate results by not allowing for this error? Is
there a biologically plausible matrix where their method creates a significant difference in
correlation values?

In answering these questions, we utilized MATLAB code provided by Dr. Okun. 1 We
modified Dr. Okun’s code to no longer allow for the mentioned error, and also created a
program that would generate multiple sample matrices of various sizes from a provided raster
in order to obtain our results. We found that especially for smaller matrices, the error can
have a significant impact on the pairwise correlations, but that this error no longer becomes
a concern as we continue to increase the length of the spike trains for each neuron.

In the following section, we provide a more in-depth look at Okun et al.’s method, known
as the raster marginals model with coupling terms, and describe our notation. Section 3 will
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1Dr. Okun’s code may be found at https://sites.google.com/site/michaelokunsite/
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discuss the modified code and the new program that we utilized. Section 4 will discuss the
outputs from the previous program and the results from our research. Finally, Section 5 will
provide possible future directions.

2. Background

2.1. Raster Marginals Model with Coupling Terms. In order to predict pairwise cor-
relation values, Okun et al. utilized the raster marginals model with coupling terms. First,
they used a raster file which contained recordings of the spike trains of several neurons in
the form of a 0-1 matrix, where each row represents a neuron’s spike train and each column
represents the existence or nonexistence of spikes for every 20ms interval. They concluded
that only three parameters from such a matrix were needed in order to predict a large por-
tion of the pairwise correlations: the row sum s, the column sum c, and the inner product
d of each row with the column sum. The s constraint represents the number of spikes of a
given neuron over the observed time, c the number of neurons that spiked at a given time,
and d the spike trigger population rate for the corresponding neuron. In particular, this last
parameter provides insight on the leader-follower relationship between each pair of neurons
[4].

Example 2.1. Here, we provide a small example of a raster plot and its corresponding
parameters.

Neurons Raster Plot s d
1 0 1 0 1 0 0 1 1 4 4
2 1 0 1 0 1 1 0 0 4 8
3 1 0 1 0 1 1 0 0 4 8
c 2 1 2 1 2 2 1 1

Focusing on neuron 1, first note that its spike train is 01010011, as seen in the first row.
This is interpreted to mean that neuron 1 did not fire at the first time interval, fired for the
second time interval, did not fire for the third time interval, and so on. As you can see, s(1)
is equal to 4 as neuron 1 fired four times. Now, observing the first time interval, we see that
c is equal to 2 as only neuron 2 and 3 fired during this time interval. For the inner product
parameter for neuron 1, we compute

[
0 1 0 1 0 0 1 1

]
·
[
2 1 2 1 2 2 1 1

]
to

obtain the value of d(1), which in this case is 4. The same process is applied to the other
neurons and time intervals to obtain the parameter values.
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2.1.1. Ryser’s Algorithm. Utilizing the raster file, they first generated a matrix that satisfied
the s and c constraints using Ryser’s algorithm, a specific method used to create 0-1 matrices
with constraints on row and column sums. Let us assume that we have a matrix of size n×m.

Algorithm 1: Ryser’s Algorithm

Input : row sum s and column sum c
Output: matrix with desired s* and c*

1 Rearrange the s and c in a non-increasing manner. We will refer to these new vectors
as s∗ and c∗

2 Create a perfectly nested n×m matrix with row sum s* such that the 1’s in every row
are in the initial positions.

3 Shift 1’s to the right in order to obtain the desired column sum c* in the following
manner:

a) Shift 1’s beginning from the rows with the largest sums until we reach the desired
c*(m). Note that when there are multiple rows with the largest sum, we will choose
the lowest row first.

b) Continue this process for c*(m− 1), . . . , c*(1) to finish with a matrix with desired
s* and c*

Note that s and c are not identical to s∗ and c∗, respectively, but they are equivalent up
to permutation.

They then put this new matrix into canonical form. Note that this means that we revert
back to our original permutation for the row sums. Next, they performed a spike change
across neurons [3], where, as the name implies, spikes of neurons are exchanged. This is
done in a way so that s∗ and c∗ are preserved. Figure 1 is a representation of this exchange,
where the solid rectangles represent spikes and each line represents a different neuron.

Figure 1. A representation of spike exchange across neurons [3]

Example 2.2. Here, we utilize the above Example 2.1 to demonstrate Ryser’s algorithm, and
then the spike exchange across neurons. First, we will rewrite c =

[
2 1 2 1 2 2 1 1

]
so that the terms are in non-increasing order. Thus, we have c∗ =

[
2 2 2 2 1 1 1 1

]
.

Note that we would do the same for s as well, but in our case, s is already organized in an
non-increasing order, thus we will call it s∗. We utilize Ryser’s Algorithm [1] to obtain the
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following matrix:

 1 1 1 1 0 0 0 0 4
1 1 1 1 0 0 0 0 4
1 1 1 1 0 0 0 0 4

→
 1 1 1 1 0 0 0 0 4

1 1 1 1 0 0 0 0 4
1 1 1 0 0 0 0 1 3


→

 1 1 1 1 0 0 0 0 4
1 1 1 0 0 0 1 0 3
1 1 1 0 0 0 0 1 3


→

 1 1 1 0 0 1 0 0 3
1 1 1 0 0 0 1 0 3
1 1 1 0 0 0 0 1 3


→

 1 1 1 0 0 1 0 0 3
1 1 1 0 0 0 1 0 3
1 1 0 0 1 0 0 1 2


→

 1 1 0 1 0 1 0 0 2
1 1 0 1 0 0 1 0 2
1 1 0 0 1 0 0 1 2


→

 1 1 0 1 0 1 0 0 2
1 0 1 1 0 0 1 0 1
1 0 1 0 1 0 0 1 1


→

 1 1 0 1 0 1 0 0 1
1 0 1 1 0 0 1 0 1
0 1 1 0 1 0 0 1 0


→

 1 1 0 1 0 1 0 0 0
1 0 1 1 0 0 1 0 0
0 1 1 0 1 0 0 1 0


Note that this new matrix satisfies our s∗ and c∗ constraints. Now we must put our matrix
into canonical form. Canonical form in this context means reverting back to our original
permutation for s so that we can keep track of the order of neurons. Note that c∗ will stay as
it is. By performing a random spike exchange across neurons [3], here is one possible matrix
that we may obtain:

Neurons New Raster Plot s∗ d∗

1 1 1 1 1 0 0 0 0 4 8
2 0 0 0 0 1 1 1 1 4 4
3 1 1 1 1 0 0 0 0 4 8
c∗ 2 2 2 2 1 1 1 1
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2.1.2. Population Coupling Algorithm. After using Ryser’s algorithm, Okun et al. performed
sequential steps in order to satisfy the last constraint of inner product d, up to an error of
n for each entry of d, where n represents the number of neurons observed in a given raster.

Algorithm 2: Population Coupling Algorithm

Input : An n×m matrix that satisfies the s∗ and c∗ constraints
Output: A new n×m matrix that satisfies the s∗, c∗, and d∗ constraints.

1 Take a smaller 2× 2 matrix between rows that have inner products that are over and
under the allowed tolerance.

2 For each of these rows, columns were found so that each row and column of this new
2× 2 matrix contained 0 and 1.

3 Exchange the 0’s and 1’s in order to maintain the satisfaction of s* and c*, while
improving the satisfaction of d.

4 Continue this process until all values of d* are within the allowed tolerance, creating a
new matrix.

Example 2.3. Here we return to our previous Examples 2.1 and 2.2. Note that our s∗ and
c∗ constraints are satisfied, but d is not. Observing specifically the first and second neurons,
d(1) = 4 but d∗(1) = 8, and d(2) = 8 but d∗(2) = 4. Since our n is 3 for this matrix, the
values of d∗(1) can only be 4± 3 and the values of d∗(2) can only be 8± 3. Thus we are not
within our tolerance.
We will now perform sequential steps in order to fix our d∗. Since d∗(1) is over the tolerance
and d∗(2) is under the tolerance, we will perform a 2× 2 sub-matrix exchange with neuron
1 and 2. Note that the boxed sub-matrix below has a 0 and a 1 in every row and column.

Neurons New Raster Plot s∗ d∗ d

1 1 1 1 1 0 0 0 0 4 8 4
2 0 0 0 0 1 1 1 1 4 4 8
3 1 1 1 1 0 0 0 0 4 8 8
c∗ 2 2 2 2 1 1 1 1

Exchange the 0’s and the 1’s in the boxed sub-matrix above:

Neurons New Raster Plot s∗ d∗ d

1 1 1 1 0 1 0 0 0 4 7 4
2 0 0 0 1 0 1 1 1 4 5 8
3 1 1 1 1 0 0 0 0 4 8 8
c∗ 2 2 2 2 1 1 1 1

Note that every element of d∗ is now within the ±3 tolerance.

Finally, with the parameters within the specified constraints, they computed the correla-
tion between each pair of neurons from this new matrix using the Pearson correlation.

Definition 2.1 (Pearson Correlation). The Pearson correlation is a measure of strength of
the linear relationship between two given variables. Possible values of the Pearson correlation
coefficient, r, range from −1 to 1, where −1 represents a negative association, 0 represents
no association, and 1 represents a positive association. For a given sample, we can calculate

5



this value for variables x and y using the following formula:

(1) r =

∑m
n=1(xi − x̄)(yi − ȳ)√∑m

n=1(xi − x̄)2
√∑m

n=1(yi − ȳ)2

where m represents the number of data points from x and y, and x̄ and ȳ represent the
sample mean for x and y respectively.

Example 2.4. We return to our previous Example 2.3. As an example, we will compute
the correlation between neuron 1 and neuron 2. First we will compute the sample mean.

x̄ =
s∗(1)

8
=

1

2

ȳ =
s∗(2)

8
=

1

2

Now we can compute the correlation, r1 ,2 , using equation 1, to obtain r1 ,2 = −1. Note that
this is an estimation as we are only using a sample of the neurons’ spike trains and this is
only one result from the raster marginals model with coupling terms method.

We would like to note that up to the final step of computing the pairwise correlations
values between each pair of neurons, the computational work was done via MATLAB. Each
run outputs one matrix that satisfies the three parameters mentioned above. The various
codes were written and provided by Dr. Okun.

In summary, the raster marginals model with coupling terms first requires a raster plot
that contains recordings of the spike trains of several neurons. We extract the parameters
s, c, and d, and first generate a matrix satisfying just the modified s∗ and c∗ using Ryser’s
algorithm, and reorganize the matrix into canonical form. After performing a spike exchange
across neurons, they use the population coupling algorithm in order to satisfy the d constraint
up to an error of n. Using this new matrix, correlations between each pair of neurons were
calculated to serve as an estimate.

3. Modified Code and Program

The main concern that we had with the raster marginals model with coupling terms
method came from the ±n error allowed on d. Since the other constraints did not allow for
such error, we hypothesized that we would obtain more accurate and consistent results if we
did not allow this error.

Thus our main goal throughout this research was to determine whether the ±n error
allowed on d made a difference in our correlation results or not. In order to investigate the
impact that this error had on the correlations, we focused on the following two goals:

• Create code that would perform the raster marginals model with coupling terms but
without the error on d.
• Create a program that would generate multiple sample matrices of various sizes, both

with and without the ±n on d, and output their corresponding correlations in order
to more accurately compare the methods.
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3.1. Raster Marginals Model with Coupling Terms Modified. We first modified Dr.
Okun’s MATLAB code and modified it so that it would only output matrices that satisfied
all three parameters with no error. With the modified code, we created other small code
and implemented them into one large program in order to generate numerous matrices using
both the original and modified code and to compare the predicted pairwise correlations.

Algorithm 3: Raster Marginals Model with Coupling Terms Modified

Input : The raster file, the number of columns that you would like to observe, the
number of sample matrices you would like from Dr. Okun’s original code that
allows for the tolerance on d, and the number of sample matrices you would
like from our modified code that does not allow for an error on d.

Output: The graphs of correlations and the standard deviations of the correlations
obtained from both methods

1 The first sub-function generates a new raster file for you. Using the input for the
number of columns that you would like to observe, this sub-function randomly selects
columns from the inputted raster file to create a new matrix, with the condition that no
row contains all 0’s, as this would lead to a nonexistent correlation. We select columns
from the original raster file to ensure that the new matrix is biologically plausible. This
sub-function allows us to observe smaller matrices to see how size could have an affect
on our correlation outcomes.

2 Extract the three parameters from the new raster file and run Dr. Okun’s code and our
modified version of his code the specified number of times.

3 For every matrix that is outputted from each run of the code, calculate the correlation
coefficient matrix using Pearson’s correlation. This allows us to compare the various
correlations that we obtain from both code.

4 To determine how consistent the correlations are from each code, calculate the sample
standard deviations of the correlations for both samples and compute the difference.
This proved useful for larger matrices, where we obtained roughly normal distributions.

5 For a visual reference, plot the correlations using red dots for matrices generated from
Dr. Okun’s code and blue dots for matrices generated from our modified code. In
addition, to serve as a reference, we plot the correlations from our new raster file before
running it through the raster marginals model with coupling terms, represented by
green dots. There will be n graphs, where each graph represents the correlation
between neuron i and all of the other neurons. The x -axis represents the neurons and
the y-axis represents the correlation.

4. Results

The original raster file provided by Dr. Okun is a 10 × 170, 000 matrix. Each column
represents a 20ms time bin, thus the raster is a recording of 10 neurons over roughly 57
minutes.

Here, we will start by generating smaller matrices as our raster file, and work our way up
to larger ones to compare our outputs. Recall that these matrices are sub-matrices of Dr.
Okun’s raster. To be consistent, we will generate 100 samples each using Dr. Okun’s code
and our modified code, for a total of 200 sample matrices.
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4.1. Example Outputs. We begin with a 10 × 30 matrix as our raster. This represents
roughly .6 seconds worth of recordings. Here we provide an example of a possible output
from our program.

Figure 2. An example of a 10× 30 matrix’s output

With this being a small matrix, it may not be of much biological interest, but it is inter-
esting to see how varied the correlations are. It is worth noting that though the correlations
range vastly for certain pairs of neurons, there tend to only be 1 or 2 possibilities for the val-
ues, since although we have plotted correlations from all 200 matrices, many have the same
correlations. The darkness of the plots above indicate the number of overlaps that occurred
in correlations, where darker points indicate more overlaps. We also see that the correlations
obtained from our modified code tend to be more consistent with the correlations obtained
from the new raster file, seen by the overlap of the blue dots with the green dots. Through
this example, we clearly see that the tolerance on d has an impact on the correlations.

The following is an example of an output from a 10× 300 matrix, representing 6 seconds
worth of recordings. Overall, we note that the values are within a smaller range, indicating
more consistency than the example in figure 2. But as before, we see that the values obtained
from the modified code offer more accuracy than the original.
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Figure 3. An example of a 10× 300 matrix’s output

As we continue to increase the size of our new raster file, we note a similar occurrence. We
also see that the correlations obtained from both codes become more consistent with each
other, seen both from the graphs and from the standard deviation values.

Next, we have an example of an output from a 10×3000 matrix. Note the change in scale
of the y-axis.

Figure 4. An example of a 10× 3000 matrix’s output

Next, we have an example of an output from a 10× 10000 matrix. Again, note the change
in scale of the y-axis. We still note a similar occurrence as before.
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Figure 5. An example of a 10× 10000 matrix’s output

Finally, we have an example of a 10×170000 matrix. In this case, we did not generate a new
raster file but instead, simply used the provided raster from Dr. Okun. Now, unlike before,
we see that the correlations are consistent regardless of which code they came from. They
all overlap within a small range, indicating that the raster marginals model with coupling
terms is an appropriate method to determine pairwise correlations for rasters of this size and
data.

Figure 6. An example of a 10× 170000 matrix’s output

Here is a closer look at the correlation between neuron 7 and neuron 8 to show how the
correlations from both code are rather similar. Correlations between other neurons proved
to provide similar results as below.
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Figure 7. A closer look at the correlation between neuron 7 and 8

4.2. Results and Observations. From these examples above, which are consistent with
our findings from other examples that we obtained, we can first note that the tolerance on
d matters less as we increase the number of columns of our matrix. We believe that this
has to do with both the size of the matrix and the values of d. Thus, we see that the raster
marginals model with coupling terms, with or without the tolerance, is an appropriate model
for sufficiently large matrices that contain similar data to that of the provided raster file.

In addition to this, we can note that the standard deviations for smaller matrices were
vastly different between the samples, since the modified code offered smaller standard devi-
ations. But, as we increased the number of columns that we were observing, the difference
in the standard deviations became negligible, which was an unexpected finding.

As our results can only be truly applied to rasters that are similar in nature, we believe
that our new program can serve as a check to see if the raster marginals model is a good fit
for specific rasters or not. By running multiple samples from both Dr. Okun’s code and our
modified code, you will be able to see how consistent your results are. If they are, then you
will be able to obtain a more accurate estimation for the correlations through our program.

Finally, we would like to note a few key observations in comparing Dr. Okun’s code and
our modified code:

(1) In general, the run time for the modified code is longer than the original code. On
average, using the provided raster file, we saw that the modified code took roughly
1.25 times longer to run than the original code. This comes from the fact that the
program had to perform more 2 × 2 sub matrix exchanges in order to obtain the
desired values for d.

(2) We also saw that the code, while very rarely, was more likely to fail when we did
not allow for the tolerance on d. The code would be stuck in a seemingly infinite
loop while performing the 2× 2 sub matrix exchanges, showing that sometimes, the
desired values could not be obtained. We noticed that this was more likely to happen
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to the smaller matrices that we observed. We were able to account for this failure by
utilizing a while loop to regenerate a matrix to make up for it.

5. Discussion

In analyzing the raster marginals model with coupling terms method, we were only able to
use one sample raster file, provided by Dr. Okun. Thus, our results can only be applied to
similar rasters, not necessarily for rasters where the data is more sparse or more compact, not
for rasters with strong positive correlations or negative correlations, and not for rasters that
contain data on more neurons. Especially for rasters that observe more neurons, the model
would allow for a greater error and could possibly produce significantly different results. For
this reason, we believe that an important future direction would be to test our claims and
results on various rasters that we did not have access to. By doing so, we believe that we
could further analyze this method while confirming its validity.

Another observation that we have made for smaller matrices is how often, the correlation
values are not consistent and how the values could range from zero correlation to a strong,
positive, linear relationship between one pair of neurons, which is quite problematic. While
smaller matrices, in general, may not be of much interest, it may be beneficial to determine
if the provided three parameters are actually enough to determine pairwise correlations
between pairs of neurons. It may be of interest to find more parameters that would allow us
to have consistent results to more accurately predict such correlations values. If the model
does not work well with various other rasters as mentioned above, perhaps new parameters
could allow the model to be stronger.

A final direction would be to look into the solution spaces for matrices with prescribed row
sum, column sum, and inner product constraints. In Okun et al.’s previous paper where they
also estimated the pairwise correlations, they generated matrices that satisfied only the row
sum and column constraints [5]. Since there are estimates of solution spaces for matrices with
prescribed row sum and column constraints, it would be interesting to note the differences
in solution space sizes of matrices that now included the new d constraint. In addition,
there are several papers that discuss sampling methods from matrices with prescribed row
sums and column sums, but not for matrices with prescribed row sums, column sums, and
inner product constraints [2]. Thus, it may be beneficial to explore such sampling to better
understand Okun et al.’s sampling method.
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